
Abstract. Activation is a fundamental and well-known
concept in chemistry. It may be qualitatively de®ned as
an increase in the chemical reactivity pattern of a
molecule at a given site k when the system is locally
perturbed at a di�erent site l, say. This external
perturbation arise from a localized molecular rearrange-
ment, a substitution, a selective solvation or simply by
the approach of a reagent of variable hardness. This
work presents a theoretical approach intending to
quantify this activation concept in the density functional
framework. This is done here by ®rst calculating the
¯uctuation of the electron density at a given site k for the
ground state of the isolated substrate (static reactivity
model) and then incorporating the substrate and model
electrophile reagents in a spatial disposition related to a
virtual transition structure for the parent system. This
perturbation is assumed representable by local changes
in the external potential. It is shown that a local
approximation to the softness kernel s(r, r¢) yields a
simple expression for the ¯uctuation of the electron
density dq(rk), which shows that this change becomes
proportional to the variation of an e�ective potential
du(rk), containing the information on the variation in the
chemical potential and the external perturbing potential
at site k; the proportionality constant being the local
softness s0(rk) at that site. The strong local approxi-
mation made to the kernel s(r, r¢) causes the second
reactivity site (l) to implicitly appear in the formulation
through the changes in the electronic chemical potential
term. It is shown that the introduction of a less
restrictive approach to the linear response function,
obtained from a model Kohn-Sham one-electron density
matrix, leads to the same result. Non-locality is therefore
self-contained in the electronic chemical potential con-
tribution to the modi®ed potential, and may be associ-
ated with an intramolecular charge transfer between the
active sites of the ambident nucleophilic/electrophilic
substrate, promoted by the presence of the reagents. The

resulting formulation of pair-site reactivity is illustrated
for the electrophilic attack on the CN) ion by di�erent
model electrophile agents of variable hardness. It is
shown that correct reactivity indexes are obtained only
when the topology of the transition structure is used as a
vantage point to perturb the CN) ion. The calculations
were performed at both density functional theory and
ab-initio Hartree-Fock levels. The results show that the
proposed model is independent of the method used to
obtain q(r).
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1 Introduction

Reactivity indexes have been introduced in chemistry
since the early days of empirical molecular orbital
approaches. Derivatives of the energy with respect to
the a-parameter in the HuÈ ckel approach were extremely
useful to study the reactivity of particular centers of
polynuclear p-electron molecules. In a chemical reaction,
be it in gas phase, liquid or solid state, there are two
major factors determining the way atoms and molecules
are interconverted into di�erent species. The ®rst
concerns the relative energies of reagents and products
which determine the thermodynamic properties of the
process. The second involves mechanistic and kinetic
aspects. Modern quantum chemistry provides useful
tools to rationalize and predict the thermodynamics
involved in chemical reactions. For instance, in density
functional theory (DFT), there are a number of global
properties that have been used in connection with the
energetic aspects that determine the relative stability of
di�erent reacting species, and energy barriers to inter-
conversion between reagents and products [1±4]. One of
the most useful global descriptors of chemical reactivity
is the electronic chemical potential l [1±3], de®ned as the
derivative of the electronic energy E with respect to the
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total number of electrons N, at constant external
potential t(r). This quantity may be approached by a
®nite di�erence procedure, in terms of the ®rst ionization
potential I and electron a�nity A, l � ÿ�I � A�=2.
Another pertinent global quantity is the chemical
hardness g, which has been given the following de®nition
in the context of DFT [1±3]: second derivative of the
energy with respect to the particle number; or the ®rst
partial derivative of the chemical potential with respect
to the particle number at constant external potential t(r).
g may be also approached in terms of the quantities I
and A, namely, g � �I ÿ A�=2. Chemical hardness has
been associated with the ability of the system to establish
long-range electrostatic interactions [5]. While the global
softness S is de®ned as the inverse of g: S � 1=g �
2=�I ÿ A� [1±6]. This index measures the electronic
polarizability of the system, or its ability to exchange
electrons with another system. These concepts are often
used in connection with some empirical principles, to
qualitatively predict the thermodynamically preferred
products in a given reaction. For instance, the maximum
hardness principle (MHP) [5±7] relates the minimum
total energy criterion with a maximum hardness value,
as indicative of the thermodynamic stability of the
system. On the other hand, the well-known Pearson's
principle of hard and soft acids and bases (HSAB)
suggests that hard-hard or soft-soft interactions are
more energetically favorable in an acid-base reaction
[7, 8]. These approaches have limitations such as the
failure of the HSAB principle to describe one of the
simplest systems: hydrogen cyanide. For this and many
other reasons it is desirable to search for more detailed
indexes for describing reactivity.

The second aspect of chemical reactivity is related to
the dynamics of reactions, including kinetic factors, i.e.
the rate at which di�erent products are formed. Such
processes involve passage through bottleneck regions
where the system interconverts. One way to look at the
kinetics involves reaction paths, de®ned as the most
probable trajectories in a potential energy surface (PES),
connecting reagents and products. For thermally acti-
vated processess, the calculation of activated complexes
as saddle points on a PES is usually required to estimate
the activation energies. One way to calculate cross sec-
tions (rates) is to use molecular dynamics techniques and
computer simulation [9]. If reactivity is sought, one
resorts to approximated representations which are
formally time-independent, but they contain, within a
perturbative approach, the most probable evolution of
the reacting system, by studying the slope of the poten-
tial energy in the vicinity of the ground states (GS)
representing reagents or products, to predict the height
of the potential barrier separating both GS. The transi-
tion state theory is usually used in this context [10±12].
Knowledge of privileged sites of reactions in a molecule
provides important clues as to how to postulate and then
calculate transition state structures. These potential
active sites may also be represented by local reactivity
indexes, like electron density q(r), and other local
properties that depend on it. They have also been de-
®ned in the context of DFT [1±6]. For instance, the
Fukui function f (r) is de®ned as:

f �r� � @q�r�
@N

� �
t�r�

; �1�

for an N electron system at constant external potential
t(r). A high value of f(r) at a site in a molecule is
indicative of a high reactivity at that site, in nucleophilic,
electrophilic or radical attacks. It is also possible to
de®ne a local softness as s�r� � f �r� S [1±6]. This local
index quanti®es the electronic polarizability at point r,
and it may be interpreted as the propensity of the system
at that site to exchange electrons with another system.
Unfortunately, the inverse relationship between local
softness and hardness is not as simple as that displayed
by their global counterparts. Di�erent de®nitions for
local hardness have been suggested [13±15], the simplest
one being that proposed by Fuentealba [15], namely:
g�r� � q�r�=2Ns�r�, which shows that s(r) and g(r) are at
least inverse to each other.

For chemical processes where non-local e�ects are
important a generalized approach is required. In fact,
there are many examples where the reactivity pattern is
determined by at least a pair of sites in a molecule. For
instance, it is well known in the chemistry of aromatic
compounds that substitution at a given site in a molecule
may activate the reactivity at another site towards an
electrophilic substitution [16]. Another non-local e�ect
on chemical reactivity concerns enolate ion chemistry
[17]: an alkylating agent approaching the enolate ion
has, in general, two possible reactive sites: the alpha-
carbon and the oxygen atoms. When this reaction occurs
in solution, the oxygen atom is preferentially solvated by
polar solvents, leaving the alpha-carbon as the available
site for alkylation [18]. This activating e�ect produced
by selective solvation may be also viewed as a non-local
(pair site) reactivity.

Non-local reactivity must be associated with non-
local reactivity indexes. In the examples considered
above, it seems that the activation at a given site in a
molecule is produced by a local perturbation in a dif-
ferent region of the molecular system. If we assume
that this local perturbation is representable by local
changes in the external potential, then a natural de-
scription of non-local reactivity will be that based on
the static-density response function of DFT v(r, r¢) [6],
which gives the change in the electron density at point r
(and therefore the variation at the same point of all the
local properties that depend on it), when the external
potential t is modi®ed at the di�erent point r¢. This is a
well-de®ned quantity in DFT and may be expressed in
terms of reactivity indexes [1, 6]. In this work, we will
present a simple model to account for pair site reac-
tivity, based on two approaches to the response func-
tion v(r, r¢). We ®rst consider a local approximation
that yields an interesting relationship between the
changes in the electron density at any point (or region)
in a molecule, and the local reactivity indexes at the site
of the perturbation. Next, this relationship is general-
ized by using a less restrictive representation of the
static response function.

As the direct linear attack on the N or C center
produces inadequate HSAB results, the next natural
geometric setup to look at is the transition structure
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(TS). There, the electronic structure of CN± would
highlight properties related both to the reactant and the
product channels. Since the TS is a stationary point on
the Born-Oppenheimer hypersurface having a unique
negative eigenvalue for the Hessian, the techniques of
the DFT can be successfully applied. The model is
probed from a virtual TS geometry by moving the
electrophile between the actual con®guration of the TS
in a direction perpendicular to the C·N bond and away
by about 3AÊ . The theoretical model is illustrated with
the analysis of the chemical reactivity of the CN) ion
towards electrophilic agents of variable hardness. The
study probes the electronic properties of the CN system
in the neighborhood of a TS. The results show that it is
here that the HSAB principle holds.

2 Theory

2.1 General approach

Within the {N, t(r)} representation of DFT, the total
di�erential of the electron density, for the change
between two GS of the system q � q[N, t(r)], is given
by:

dq�r� � f �r� dN �
Z

dr0 v�r; r0� dt�r0� ; �2�

where Eq. (1) for f(r) has been used. According to Senet
[19], Eq. (2) is a ®rst-order density variation, within a
perturbation theory scheme, in the sense that the n-th
order variation of the electron density is proportional
to the n-th power of the perturbation potential, under
the constraint that the number of electrons of the
system is conserved. The second contribution to the
changes in q(r) is then written in terms of the static
density linear response function for a constant N,
de®ned as [1, 6]:

v�r; r0� � dq�r�
dt�r0�
� �

N
; �3�

which describes the change in the electronic density at
point r, when the system is locally perturbed at the
di�erent point r¢, by an additional external perturbation
that adds to the external unperturbed potential t0(r¢).
This quantity is expressed in terms of the non-local
softness kernel s(r, r¢), and local and global softness s(r)
and S, respectively, as [6]:

v�r; r0� � ÿs�r; r0� � s�r� s�r0�
S

: �4�

The main problem with Eq. (4) is the presence of the
kernel s(r, r¢) which is very di�cult to represent analyt-
ically. The most simple representation of this quantity is
the local approximation proposed by Vela and GaÂ zquez
[20]:

s�r; r0� � f �r� S d�rÿ r0� : �5�
Introducing the de®nition of local softness (s�r� �
f �r� S) and Eqs. (4) and (5) into Eq. (2) we obtain:

dq�r� � f �r� dN ÿ s�r� dt�r�
� s�r�

Z
dr0 f �r0� dt�r0� : �6�

Equation (6) contains a local contribution to the changes
in electron density given by the ®rst two terms. The non-
local contribution to dq(r) is represented here by the
third term, which may be easily simpli®ed by using the
identity [21]:

DN � S Dl ÿ
Z

dr0 s�r0� dt�r0� : �7�

Dividing both sides of Eq. (7) by the global softness S,
and using again s(r) � f(r)S, we get:Z

dr0 f �r0� dt�r0� � Dl ÿ DN
S

�8�

Finally, introducing Eq. (8) into Eq. (6), and again using
Eq. (5), we obtain for a ®nite change in the total number
of electrons DN, the following expression for the change
in the electron density:

dq�r� � ÿs�r� dt�r� � s�r� Dl �9�
We may seek to localize the ¯uctuation of the electron
density dq(r) at a particular point rk say, by integrating
Eq. (9) over the r space with the Dirac distribution,
d(rÿrk). The result is:
dq�rk� � ÿs�rk� dt�rk� � s�rk� Dl �10�
At this stage, two comments about the approximate
expression in Eq. (10) are pertinent. First of all, and
despite the crudeness of the local approximation intro-
duced in the softness kernel in Eq. (5), Eq. (10) shows
some interesting aspects: the ®rst term (of local charac-
ter) reveals that the electrostatic contribution to the
¯uctuation in the electron density at point rk appears to
be proportional to the variation of the external potential
at that site, the proportionality constant being the local
softness s(rk), a reactivity parameter associated with the
electronic polarization at this point. Secondly, the non-
local contribution to the ¯uctuation of the electron
density, represented here by the second term, only
considers the second site implicitly through the changes
in the electronic chemical potential. This variation is due
to an intramolecular charge transfer between sites k and
l, as we will show below. Equation (10) may be further
simpli®ed by introducing the e�ective potential
u(rk) � t(rk)ÿl [1]. The result is:

dq�rk� � ÿs�rk� du�rk� : �11�
The form of the external perturbation dt(rk) that
determines the changes in the modi®ed potential du(rk),
will depend on the nature of the electrophile/nucleophile
considered. The electronic chemical potential contribu-
tion to du(rk), Dl � l ) l0, is obtained by comparing
the quantity l, in the presence and absence of the
perturbing potential, for each point rk of the progress
reaction coordinate. In order to compute the ¯uctuation
in the electron density using Eq. (11), we used the
intrinsic local softness s0(rk). The local softness of the
isolated substrate s0(rk) and the perturbed one s(rk) are
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proportional. This approximation is consistent with the
®rst-order nature of master Eq. (2), stating that changes
in electron density are proportional to ®rst-order
changes in the external potential.

We shall now show that the approximations made to
obtain Eqs. (10) and (11), although crude, mainly due to
the strong approximation of the softness kernel intro-
duced in Eq. (5), do not produce spurious results but
they remain as reliable relationships between the varia-
tion in the electron density, local softness, and the
variation in the modi®ed potential.

Let us consider a di�erent model static density re-
sponse function, derived from a model Kohn-Sham (KS)
density proposed by Fuentealba and Savin [22]:

vS�r; r0� � ÿ
2

De
cS�r; r0� d�r ÿ r0� � 2

NDe
q�r� q�r0� ;

�12�
which is expressed in terms of the KS one-electron
density matrix cS(r, r¢), and a mean orbital di�erence De.
Substitution of Eq. (12) into Eq. (2) yields:

dq�r� � f �r� dN ÿ 2

De

Z
dr0 cS�r; r0� dt�r0� d�rÿ r0�

� 2q�r�
De

Z
dr0

q�r0�
N

dt�r0�

which may be further simpli®ed by noting that

s�r� � 2

De
q�r� ; �13�

which results upon comparing the ®rst terms of Eqs. (4)
and (12), and integrating over the r¢ space coordinate to
obtain the local softness s(r) according to:

s�r� �
Z

dr0 s�r; r0� �14�

Introducing the approximation f(r) » q(r)/N together
with Eq. (8), Eqs. (10) and (11) are recovered.

2.2 Particular models

Let us now consider some special types of potentials.
The form of the perturbing potential dt(rk) that
determines the changes in the modi®ed potential at the
site (or group) k will be given by:

dt�rk� �
X
l 6�k

ql

rk ÿ rlj j ; �15a�

and

dt�rk� �
X
l 6�k

ql

jrk ÿ rlj ÿ
Z

dr0
q�r0�
jrk ÿ r0j ; �15b�

for the case of a point charge or a polarizable electro-
phile model, respectively. Apart from the charge-
induced potential (including that of the point charge
representing the electrophile/nucleophile agent, which
here has the form of a fractional nuclear charge of the
same magnitude), Eq. (15b) contains the electronic

e�ect due to the presence of orbitals, which contributes
with a Hartree-like potential to dt(r), given by the
second term.

In summary, the working Eq. (10), obtained from a
di�erent model for the static density response function,
shows that independent of the approximations made on
the softness kernel, the variation of the electron density
at rk is proportional to the changes in the electrostatic
potential variations at the site plus the variation in
electronic chemical potential, the proportionality con-
stant being the local softness at the site. Whereas the ®rst
term ±s(rk) dt(rk) is completely local in nature, because it
is expressed as a product of two local descriptors eval-
uated at the same point in space, the second one has
indeed a non-local character, because

s�r�
Z

dr0 f �r0� dt�r0� � s�r� Dl ; �16�

plus a term that cancels out the ®rst contribution f(r)
DN in Eq. (6). Therefore, non-locality is taken into
account here implicitly through the quantity Dl, prob-
ably in the form of an intramolecular charge transfer
between the active sites of an ambident nucleophile/
electrophile substrate, promoted by the presence of
reagents of variable hardness. In the case of a simple
ambident nucleophilic agent, for instance the CN) ion,
these sites will trivially correspond to the carbon and
nitrogen atoms. In Sect. 4, we will apply the present
formulation of pair site reactivity to this system, in
order to discuss the nature of the forces that make
possible a ¯uctuation in the electron density along a
progress reaction coordinate, which may eventually
change the pattern of reactivity expected from a static
picture containing only global and local descriptors of
chemical reactivity.

3 Local properties and computing details

The electronic properties of the CN) ion are calculated
to de®ne a reference and establish a static reactivity
model for the electrophilic attack reaction. These
calculations were performed at di�erent levels of theory,
using the Amsterdam density functional (ADF) code,
which solves the KS equations with a BP86 Hamiltonian
[23], using a double-zeta basis set, containing polariza-
tion functions (ADF, basis set III); B3LYP/6-311G(d)
hybrid DFT calculations; Hartree-Fock (HF)/6-311G(d)
and CISD/6-311G(d) calculations, implemented in the
Gaussian 94 package [24]. The resulting equilibrium
C±N distances were: 1.16 AÊ , 1.17 AÊ , 1.15 AÊ and 1.17 AÊ ,
respectively. Unfortunately, experimental values for
bond distance and dipole moments are not available
for this ion. The Mulliken population at each center,
together with some local properties condensed to atoms
C and N, are summarized in Table 1. These properties
are evaluated as follows: we ®rst approximate the Fukui
function at center k, as the di�erence in the electron
population on atom k in the system with N and (N)1)
electrons [25, 26]:
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fÿk � qk�N� ÿ qk�N ÿ 1� : �17�

With the Fukui function condensed to atom, we may
evaluate the condensed to atom softness using the Eq.
(1):

s�r� � f �r�S : �18�
The condensed to atom hardness is obtained by using

Fuentealba's equation [15]

g�r� � q�r�=2NS�r� : �19�

From the information summarized in Table 1, on the
basis of a local HSAB principle [7, 27], one would expect
a hard electrophile like a proton to attack the N center,
in view of its markedly higher hardness value, as
compared to that of the C center. On the other hand,
from the net charge at the C and the N centers, one
would expect the attack by a positively charged
electrophile like H+ to be at either the C or N atomic
center in view of the very small di�erences in this index.
Note that while ADF, HF and CISD calculations
predict the N atom to be slightly more negative than
the C center, the B3LYP calculation predicts the
opposite situation.

On the other hand, it is known from experimental
®ndings that the isomer HCN is more stable than the
isomer HNC by 14.8 kcal/mol [28]. The full calculation
of the PES of HCN reveals that protonation at C is
thermodynamically more favorable than protonation at
the N site in all four calculations performed here: ADF:
14.4; B3LYP: 15.7; HF: 11.8 and CISD: 15.3 kcal/mol.
The calculated intramolecular proton transfer energy
barrier measured from the HCN ground state was as
follows: ADF: 45.2; B3LYP: 49.3; HF: 50.7 and CISD:
51.0 kcal/mol (in the absence of the experimental value,
the reference estimation of this magnitude is 44.6 kcal/
mol [29]). In summary, on the basis of the net charge
alone, it is very di�cult to unambiguously predict the
site of protonation in the cyanide ion. Also, the local
HSAB principle is violated in this case: the hard-hard
interaction involving the interaction of the proton with
the N center in CN) does not yield the more stable
product (HNC). A possible explanation for this result
may be found in our working hypothesis establishing
that the approach of the electrophilic agent changes the
initial reactivity pattern by promoting a ¯uctuation in
the electron density at the C and N sites, in a way de-
scribed by Eq. (10).

4 The reactivity towards model electrophiles
of variable hardness

We will illustrate the usefulness of Eq. (10) by studying
the reactivity of CN) ion towards the attack by two
model electrophilic E+ agents of variable hardness,
represented by a point charge and a ghost atom,
respectively. The former represents an in®nitely hard
electrophile, whereas the presence of orbitals in the latter
may help to simulate some degree of electronic polar-
ization in E+.

In order, to test this hypothesis, calculations of the
electron density variations upon approach of the two
model electrophiles were performed. For this purpose,
the E+ reagents were allowed to approach the CN)

frame, within a trajectory perpendicular to the CºN
bond, to form a T-shaped arrangement compatible with
the calculated TS stationary geometry of the parent
system, HCN. This is shown in Fig. 1. In order to prove
that these changes are independent of the method used
to approach the electron density, we selected the B3LYP
and CISD calculations. Both methods predict opposite
Mulliken net populations at the C- and N-centers (see
Table 1) for the isolated cyanide ion. In general, there is
no signi®cant change in the TS geometries calculated by
the four methods used in this work. At the TS, the

Table 1. Electronic Mulliken population, Fukui function and local softness and hardness condensed to atoms for the carbon and nitrogen
and global softness (S) for the cyanide ion in atomic units at di�erent levels of the theory

Method qC qN fC fN sC
0 sN

0 gC
0 gN

0 S

ADF/IIIa 4.4946 5.5054 0.94 0.06 0.0048 0.0003 0.0540 0.6354 0.0051
B3LYP/6-311G(d) 6.5562 7.4438 0.70 0.30 4.1600 1.7800 1.5300 4.0600 5.9400
HF/6-311G(d) 6.4690 7.5310 0.61 0.39 1.8400 1.1700 3.4200 6.2600 3.0100
CISD/6-311G(d) 6.4596 7.5404 0.61 0.39 1.8500 1.1900 3.3900 6.1600 3.0400

a The Amsterdam density functional (ADF) code is based on the valence electrons theory. See the text for details of the calculation of the
condensed to atom properties

Fig. 1. Coordinate X (in AÊ ) measuring the approach of model
electrophiles towards the cyanide ion with a transition structure
topology. The CAN distance is set at the equilibrium value in order
to measure the response of the reactant and the susceptibility to the
topology
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proton displays a net charge of about 0.3 electron units.
In Fig. 1, the distance X to the virtual transition struc-
ture was varied from R � 3.0 AÊ to R � 0.0 AÊ , corre-
sponding to the TS structure. Observe that distance
CAN is the equilibrium one for the ion while the dis-
tance and orientation of the electrophile vary around the
virtual transition structure.

4.1 Unpolarizable electrophiles

We ®rst evaluated the variations in electron density for
the approach of a point charge, simulating the attack on
the cyanide frame by an in®nitely hard electrophile. We
used a point charge having a net value of 0.3 electron
units, compatible with the net charge shown by the
proton at the TS. The results of the calculations are
depicted in Figs. 2a and 3a. It may be observed that
upon approach of an extremely hard electrophile, there
is an inversion in the electronic population at both sites,
so that, in a neighborhood of the TS, the reactivity
pattern predicted from local predictors (cf. Table 1) is
completely reversed, both at the B3LYP and CISD levels
of the theory. ADF and HF calculations yielded the
same response. Figures 2b and 3b show the predicted
changes in electron density. It may be seen that our
working Eq. (10) correctly follows the trend displayed by
the calculated values (see Figs. 2a, 3a). To evaluate the
electronic changes in electron density at both sites, we
used the s0k values given in Table 1, which correspond to
the values of the local softness (the proportionality
constant between the electron density and modi®ed
potential variations within the present approach), at the
C and N centers of the isolated cyanide ion. This
approach, even though it may be criticized, because
one would expect the local softness also to vary with
the electron density, is consistent with the ®rst-order
perturbation theory nature of the master Eq. (2). The
inversion in the electronic population, for the case of a
point-charge model electrophile, may be traced back to
an intramolecular charge transfer (CT) from the N to the
C centers.

In summary, the observed reactivity of the cyanide
ion with a hard electrophile, as in the [H+ + CN)]
system, may be described in classical reaction coordinate
terms as follows: at the beginning of the reaction, the N
atom displays a slightly higher propensity to establish a
favorable electrostatic interaction with the proton (it is
more negative, except for the B3LYP case). However,
upon approach of a hard electrophile, the electron
density at the N and C sites ¯uctuates in a manner
shown in Figs. 2 and 3, so that at the TS (X � 0.0), this
situation is completely reversed by a charge transfer
from the N to C of the cyanide ion. This result, which is
independent of the quantum chemical method used to
approximate the electron density, stresses the non-local
character of the electrophile-nucleophile interaction, in
the sense that the electronic properties of more than one
site are required to correctly explain the observed reac-
tivity in this system, and that becomes compatible with a
local HSAB principle.

4.2 Polarizable electrophiles

We allowed the approach along the X coordinate of a
model polarizable electrophile simulated by a ghost
atom having an extra basis set compatible with that of
HCN, and with a fractional nuclear charge Z � 0.3. By
this procedure, we intended to imitate the approach of a
softer electrophile to the CN) frame. The results of these
calculations are shown in Fig. 4a and correspond to
B3LYP/6-311G(d) calculations. It may be seen that the
electronic population of both N and C atoms decreases
due to a charge transfer process towards the electrophile
(not shown in Fig. 4). CISD, ADF and HF calculations
yielded the same response. This result indicates that the

Fig. 2a, b. Variations in the electron density at the nitrogen and
carbon sites, upon the approach of a point charge model
electrophile. a Calculated values and b predicted values from
Eq. (10). B3LYP/6-311G(d) calculations
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approach of a softer electrophile to the CN) ion will not
predict the correct reactivity pattern observed in the
HCN/HNC system, compatible with a local HSAB
principle. This becomes apparent after inspection of
Fig. 4a, because it shows that upon approach of the
model soft electrophile, the decrease in electronic charge
at the C center is markedly greater than the correspond-
ing decrease in electronic charge of the N center. As a
result, at the TS, the C atom will display a still more
positive charge than it has for reactants, and the N
center will be the more favorable site for protonation.
This result is consistent with previous reports on the
reactivity of the cyanide ion towards the Li+ and Na+

electrophiles [29, 30]. In the former case, it was found by
Clementi [31] that Li+ could orbit around the CN)

frame, that is, when the electrophile becomes a little

softer, the N center may display a site reactivity
comparable to that of the C center. This conclusion is
reinforced by the fact that for Na+, which is expected to
behave as a softer electrophile as compared to H+ and
Li+, the lowest ground state displays a T-shaped
structure very similar to the TS structure found for
HCN [27, 32]. It is also interesting to stress that the
values predicted by our model Eq. (10) follow fairly well
the calculated trend along the whole progress coordi-
nate, as shown in Fig. 4b, despite the fact that the
predicted values this time present an opposite curvature
compared to that of the calculated values. However, this
e�ect does not change the main results discussed above,

Fig. 3a, b. Variations in the electron density at the nitrogen and
carbon sites, upon the approach of a point charge model
electrophile. a Calculated values, and b predicted values from Eq.
(10). CISD/6-311G(d) calculations Fig. 4a, b. Variations in the electron density at the nitrogen and

carbon sites, upon the approach of a polarizable model electro-
phile. a Calculated values and b predicted values from Eq. (10).
B3LYP/6-311G(d) calculations
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in the sense that soft-hard electrophile-nucleophile
interactions in this system make the N atom as reactive
as the C center.

4.3 Charge transfer e�ects

Equation (10) may be also useful to discuss the nature of
the forces that drive the intramolecular CT observed in
the present case. Table 2 summarizes the partitioned
contribution to the changes in electron density at the N
and C sites, in terms of the contributions that depend on
the external perturbation dt(r), and that due to the
changes in the electronic chemical potential, upon the
approach of a point-charge model electrophile to the TS,
for some selected values of the progress coordinate. First
of all, we observe that in the long-range interaction
regime, the electrostatic contribution ÿs0kdtk dominates
the changes in electron density at both the C and N
centers. This result stresses the major role of the charge
control interactions for the case of an in®nitely hard
model electrophile. The contribution due to the changes
in the electronic chemical potential, which should be
related to a CT from the N to the C center, becomes
signi®cant at a distance of 1.0 AÊ from the TS. It may
also be observed that while this second contribution to
the changes in electron density has a cooperative
character for N, it shows an opposite contribution to
the C center.

The corresponding results of the calculations for the
approach of a polarizable model electrophile are shown
in Table 3. Here, as expected, the electrostatic contri-
butions given by the ®rst term of Eq. (10) are markedly
lower than those produced by the approach of a point
charge (see Table 2). The CT from the N to the C center
is less clear in this case, due to the presence of orbitals in
the model electrophile. In fact, we observed a CT to-
wards the electrophile of about 0.25 electron units at the

TS that may be responsible for the di�erent pattern in
the electron density variations shown in Figs. 2 and 3
for the case of an in®nitely hard eletrophile, and Fig. 4
for the case of a polarizable electrophile. From Fig. 4,
we note that in the long-range interaction regime (i.e. up
to 1.5 AÊ from the TS), both the calculated and predicted
values show a systematic decrease in the C electron
population, whereas the N center tends to maintain the
same electron population independent of the X coordi-
nate.

5 Concluding remarks

A simple formulation of a non-local reactivity theory,
based on the ®rst-order static density response function
of DFT, has been presented. Two approaches to obtain
this quantity were used. The ®rst one considers the static
density response function proposed by Berkowitz and
Parr [6] and used in the context of a local approximation
to the softness kernel [20]. This approach, yet crude,
produced a simple and physically meaningful expression
for the variations in electron density. They become
proportional to a modi®ed potential, containing the
information about the electrostatic perturbing potential
due to the electrophile, and the changes in the electronic
chemical potential accounting for the intramolecular
charge transfer between the reactive sites of an ambident
nucleophile, the proportionality constant being the
intrinsic softness of the nucleophile at the site. The
second approach, which used a less restrictive static
density response function, derived from a model KS one-
electron density matrix [22], showed that the main
theoretical result, namely the reliability of Eq. (10) to
account for non-local e�ects, is conserved. The model
was successfully applied to the study of the gas phase
chemical reactivity of the cyanide ion towards the
electrophilic attack by model electrophiles of variable
hardness. Our Eq. (10) correctly reproduced the calcu-
lated variation of the electron density, at di�erent levels
of electronic theory. This model shows that the local
electronic properties of more than one site in a molecule

Table 2. Contributions to the changes in electron density at carbon
and nitrogen sites as predicted by Eq. (10), for the approach of a
point charge to the CN) ion, for selected values of the reaction
coordinate Xa

X Site k Dqk � ÿs0kdvk �s0kDl

3.0 C 0.0 0.0 0.0
N 0.0 0.0 0.0

2.5 C 0.0158 0.0158 0.0
N )0.0158 )0.0158 0.0

2.0 C 0.0761 0.1177 )0.0416
N )0.0761 )0.0345 )0.0178

1.5 C 0.1381 0.2213 )0.0832
N )0.1381 )0.0549 )0.0356

1.0 C 0.2022 0.3270 )0.1248
N )0.2022 )0.1488 )0.0534

0.0 C 0.4884 0.7422 )0.2538
N )0.4884 )0.3798 )0.1086

a All values in atomic units, using B3LYP/6-311G(d) approximated
electron density. The value at X = 3.0 AÊ is taken as the reference.
The Dl � lÿ l� values were obtained by comparing the di�erences
of the electronic chemical potentials in the presence and absence of
the external perturbation, at each point of the progress coordinate.
S0k values from Table 1

Table 3. Contributions to the changes in electron density at carbon
and nitrogen sites as predicted by Eq. (10), for the approach of
a ghost atom to the CN) ion, for selected values of the progress
coordinate Xa

X Site k Dqk � ÿskdv �skDl

3.0 C 0.0 0.0 0.0
N 0.0 0.0 0.0

2.5 C )0.0316 )0.0341 0.0025
N )0.0073 )0.0084 0.0011

2.0 C )0.0645 )0.0811 0.0166
N )0.0082 )0.0153 0.0071

1.5 C )0.0948 )0.1356 0.0408
N )0.0041 )0.0215 0.0174

1.0 C )0.1165 )0.1935 0.0770
N 0.0073 )0.0256 0.0329

0.0 C )0.1202 )0.2800 0.1606
N 0.0774 0.0087 0.0687

a See footnote in Table 2
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may be required to correctly describe the chemical
reactivity pattern, especially in the case of ambident
reagents. In the present case, we showed that a non-local
criterion is necessary to explain the observed gas-phase
reactivity of the cyanide ion, which becomes compatible
with the experimental results and a local HSAB
principle, when the geometry explored is found in the
vicinity of the corresponding TS.

Finally, a comment about the form of Eq. (10) is
pertinent. While this simple expression is able to describe
the reactivity pattern of the cyanide ion towards elec-
trophilic agents of variable hardness one step beyond the
current static picture of chemical reactivity, it has its
weakness in the proportionality constant. This relates
the changes in electron density and the modi®ed poten-
tial at di�erent sites in a molecule, as the local softness
s°k, de®ned for the substrate in the absence of the re-
agent. This result even though consistent with the ®rst-
order perturbation character of Eq. (2) used to derive
our working Eq. (10), is worthy of further study. If we
think in a more complete picture of non-local reactivity
having a variable softness factor, one should go at least
one order further and incorporate higher derivatives (for
instance second-order) of the electron density. Such a
formalism should contain a static response function for
the Fukui function, as it may be deduced from Eqs. (1)
and (18). This response function has been already pro-
posed in the literature by Fuentealba and Parr [33], and
it is at present being considered for further studies on
non-local reactivity in our group.
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